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1. In [1], the equation with retarded argument

$$
\begin{equation*}
\frac{d x(t)}{d t}=f(t, x(t), x(t-\tau)), \quad x(t)=\varphi(t) \quad \text { on } E_{0} \tag{1.1}
\end{equation*}
$$

has been treated by the perturbation method, in seeking to determine an asymptotic expansion of the solution $x(t, T)$ in terms of a power series in small retardation $T$

$$
\begin{equation*}
x(t, \tau)=x_{0}(t)+\tau x_{1}(t)+\frac{\tau^{2}}{2} x_{2}(t)+\ldots \tag{1.2}
\end{equation*}
$$

In the case of equation

$$
\begin{equation*}
\frac{d x(t)}{d / t}=a x(t-\tau), \quad x(t)=\varphi(t) \quad \text { on } E_{0} \tag{1.3}
\end{equation*}
$$

whose solution may be obtained by a step by step method, the expansion (1.2) coincides with the expansion of the solution $x(t, T)$ of (1.3) by Taylor's formula. In this connection, the question arises as to the differentiability of the solutions of Equation (1.1) with respect to $T$. In this note the following theorem will be proved:

Theorem. If the function $f(t, x(t), x(t-t)$ ) has continuous partial derivatives, with respect to all its arcuments, up to order $N$. and the function $\varphi(t)$ has continuous derivatives with respect to $t$ up to order $N$, then, for each fixed $t^{*}>0$ and a sufficiently large $N$, there always exists a number $T^{*}\left(t^{*}, N\right)=t^{*} / N$, such that the function $x\left(t^{*}, T\right)$ has $N$ continuous derivatives with respect to $T$ on the interval $0 \leqslant T<T *$

$$
\partial x\left(t^{*}, \tau\right) / \partial \tau, \ldots, \partial^{N} x\left(l^{*}, \tau\right) / \partial \tau^{V}
$$

From this follows the possibility of expanding, for sufficiently small $T$, the function $x(t, T)$ using Taylor's formula

$$
x(t, \tau)=x(t, 0)+\tau x_{\tau}^{\prime}(t, 0)+\frac{\tau^{2}}{2} x_{\tau}^{\prime \prime}(t, 0)+\ldots
$$

Proof. Suppose that the initial condition in (1.1) is of the form

$$
\begin{equation*}
x(t)=\varphi(t) \quad \text { for }-\infty<t \leqslant 0 \tag{1.4}
\end{equation*}
$$

Equations (1.1) and (1.4) determine the solution $x(t, T$ ), as a function of $t$ and $T$, on the interval $0 \leqslant t \leqslant T<+\infty$. Let the variable parameter $\tau$ be $0 \leqslant T<\tau_{1}$. Suppose that the retardation is chosen from the number interval just mentioned. Substituting $x(t, T)$ in (1.1), we obtain the identity

$$
\begin{equation*}
\frac{d x(t, \tau)}{d t}=f(t, x(t, \tau), x(t-\tau, \tau)) \tag{1.5}
\end{equation*}
$$

For an arbitrary, sufficiently small, increment $\Delta T$ of $T$, we obtain the corresponding identity

$$
\begin{equation*}
\frac{d X(t, \tau+\Delta \tau)}{d t}=f(t, X(t, \tau+\Delta \tau), \quad X(t-(\tau+\Delta \tau), \tau+\Delta \tau) \tag{1.6}
\end{equation*}
$$

Let us subtract (1.5) from (1.6), and apply the theorem of the mean of the differential calculus, to obtain

$$
\begin{gather*}
\frac{d(X-x)}{d t}=f\left(t, X, X_{\tau}\right)-f\left(t, x, x_{\tau}\right)=f\left(t, X, X_{\tau}\right)- \\
=\frac{\partial f\left(t, x+\theta_{1}(X-x), X_{\tau}\right)}{\partial x}(X-x)+\frac{\partial f\left(t, x, x_{\tau}+\theta_{2}\left(X_{\tau}-x_{\tau}\right)\right)}{\partial x_{\tau}}\left(X_{\tau}-x_{\tau}\right) \\
\left(0<\theta_{1}, \theta_{2}<1\right) \tag{1.7}
\end{gather*}
$$

Transforming the difference $X_{T}-x_{T}$ by means of the theorem of the mean, we obtain

$$
\begin{gathered}
X_{\tau}-x_{\tau}=x(t-(\tau+\Delta \tau), \tau+\Delta \tau)-x(t-\tau, \tau)= \\
=x(t-(\tau+\Delta \tau), \tau+\Delta \tau)-x(t-\tau, \tau+\Delta \tau)+x(t-\tau, \tau+\Delta \tau)-x(t-\tau, \tau)= \\
=-\frac{d x\left(t-\tau-\theta_{3} \Delta \tau, \tau+\Delta \tau\right)}{d t} \Delta \tau+x(t-\tau, \tau+\Delta \tau)-x(t-\tau, \tau) \\
\left(0<\theta_{3}<1\right)
\end{gathered}
$$

while, upon dividing both sides of Equation (1.7) by $\Delta T$, the result is

$$
\begin{gather*}
\frac{d}{d t} \frac{X-x}{\Delta \tau}=\frac{\partial f\left(t, x+\theta_{1}(X-x), X_{\tau}\right)}{\partial x}\left(\frac{X-x)}{\Delta \tau}\right)+ \\
+\frac{\partial f\left(t, x_{2} x_{\tau}+\theta_{2}\left(X_{\tau}-x_{\tau}\right)\right)}{\partial x_{\tau}}\left\{\left(\frac{X-x}{\Delta \tau}\right)_{\tau}-\frac{d x\left(t-\tau-\theta_{3} \Delta \tau, \tau+\Delta \tau\right)}{d t}\right\} \tag{1.8}
\end{gather*}
$$

In a certain neighborhood of zero: $0 \leqslant t \leqslant h<\tau$, the derivatives
$\partial f(\ldots) / \partial x, \partial f(\ldots) / \partial \tau$, and $d x(\ldots) / d t$ are continuous functions of the two variables $t$ and $T$, jointly. Indeed, if $X-x \neq 0, X_{T}-x_{T} \neq 0, \Delta T \neq 0$, then the asserted continuity of these derivatives follows from the equations:

$$
\begin{gathered}
\frac{\partial f(\ldots)}{\partial x}=\frac{f\left(t, X, X_{-}\right)-f\left(t, x, X_{\tau}\right)}{X-x} \quad \frac{\partial f(\ldots)}{\partial x_{\tau}}=\frac{f\left(t, x, X_{7}\right)-f\left(t_{t} x, x_{\tau}\right)}{X_{\tau}-x_{\tau}} \\
\frac{d x(. .)}{d t}=\frac{x(t-\tau, \tau+\Delta \tau)-x(t-(\tau+\Delta \tau), \tau+\Delta \tau)}{\Delta \tau}
\end{gathered}
$$

In these equations, both the numerator and the denominators are continuous (see $\lfloor 2\rfloor$ ), and the denominator is not equal to zero. Since, as $t \rightarrow \bar{t}, \Delta T \rightarrow \overline{\Delta T}$, one has that $X-x \rightarrow 0, X_{T}-x_{T} \rightarrow 0$, and $\Delta T \rightarrow 0 ;$ then, in view of the continuity of the derivatives in question with respect to the totality of the arguments, the ratios in question tend, respectively, to the limits

$$
\frac{\partial f(t, x(t), x(t-\tau))}{\partial x}, \quad \frac{\partial f(t, x(t), x(t-\tau))}{\partial x_{\tau}}, \quad \frac{d x(t-\tau, \tau)}{d t} .
$$

Equation (1.8) may be regarded as a linear nonhomogeneous equation With retardation $T$ and unknown function $X-x / \Delta T$. Its coefficients, by what has been demonstrated, are continuous functions of the two variables $t$ and $T$ jointly (for sufficiently small $|\Delta T|$ ). The initial function for the sought solution, obviously, is $\phi(t) \equiv 0$ on $E_{0}$. Consequently, applying to Equation (1.8) the theorem on the continuous dependence of solutions on the right-hand side [2], we obtain that the solution of Equation (1.8) also depends continuously on $\Delta T$; in particular, the following limit exists:

$$
\lim _{\Delta \tau \rightarrow 0} \frac{X-x}{\Delta \tau}=\lim _{\Delta \tau \rightarrow 0} \frac{x(t, \tau+\Delta \tau)-x(t, \tau)}{\Delta \tau}=\frac{\partial x(t, \tau)}{\partial \tau}
$$

Thus, for $0 \leqslant t \leqslant h$ there exists a continuous derivative $\partial x(t, T) / \partial \tau$, which satisfies the linear nonhomogeneous equation

$$
\begin{gather*}
\frac{d x(t)}{d t}=\frac{\partial f(t, x(t), x(t-\tau))}{\partial x}=(t)+\frac{\partial f(t, x(t), x(t-\tau))}{\partial x_{\tau}}=(t-\tau)- \\
-\frac{\partial f(t, x(t), x(t-\tau))}{\partial x_{\tau}} \frac{d x(t-\tau, \tau)}{d t} \tag{1.0}
\end{gather*}
$$

As is well known [3], the derivative $d x(t) / d t$ of the solution, generalIy speaking, is discontinuous at $t=0$. Hence $z(t)=\partial x(t, T) / \partial \tau$, general$1 y$ speaking, is not defined at the point $t=T$. In the coordinate plane ( $t, T$ ), the equation $t=T$ defines a "line of discontinuity" of the derivative $\partial_{x}(t, T) / \partial r$. For $t>T$ the derivative $d x(t-T, T) / d t$ of the solution, and together with it also $\partial_{x}(t, T) / \partial T$, are continuous.

Equation (1.9) we shall call the equation of variations. The equation of variations for the second derivative $\partial^{2} x(t, T) / \partial T^{2}$ will contain $d^{2} x(t-T, T) / d t^{2}$, that is, $\partial^{2} x(t, T) / \partial T^{2}$ will, in general, be not defined at the point $t=2 T$. In the coordinate plane $(t, T)$, the equation $t=2 \mathrm{~T}$ defines a line of discontinuity of the second derivative of the solution with respect to $\tau$, that is $\partial^{2} x(t, \tau) / \partial \tau^{2}$. Analogously, we may construct the equations of variations for third, ..., and nth derivatives, and arrive at the conclusion that the lines $t=n T$ (for $n=1,2, \ldots$ ) are lines of discontinuity for the derivatives $\partial^{n} x(t, \tau) / \partial^{n}$. Let us construct the lines $t=n T$ (for $n=1,2, \ldots$ ) in the $t T$ plane.

From the figure there follows the asserted conclusion concerning the differentiability of the solution of Equation (1.1) with respect to $T$, for a fixed value of $t^{*}$.
2. The method of expanding solutions in series of a small retardation parameter may be employed in calculating periodic solutions of systems with retardation

$$
\begin{equation*}
\frac{d x(t)}{d t}=f(t, x(t), x(t-\tau)) \tag{2.1}
\end{equation*}
$$

where $x(t)=\left\{x_{1}(t), \ldots, x_{n}(t)\right\}$ is a vector function, and the function $f$ has period $2 \pi$ in $t$.

Let us suppose that the system (2.1) possesses a unique periodic solution $x(t)$, with period $2 \pi$, for $0 \leqslant T<\varepsilon$; which, as is well known, is defined by an initial function which is a periodic extension of $x(t)$ to the initial set. It is clear [3] that the periodic solution $x(t)$ will be infinitely differentiable if the function $f(t, x(t), x(t-T)$ ) is also infinitely differentiable. Consequently, by the methods of [1] the solution $x(t)$ may be approximated to any desired degree of accuracy

$$
x(t)=x_{0}(t)+\tau x_{1}(t)+\ldots+\frac{\tau^{n}}{n!} x_{n}(t)+O\left(\tau^{n+1}\right)(0 \leqslant t \leqslant 2 \pi)
$$

where $x_{0}(t)$ is a solution of the system

$$
\begin{equation*}
\frac{d x_{0}(t)}{d t}=f\left(t, x_{0}(t), x_{0}(t)\right) \tag{2.2}
\end{equation*}
$$

and $x_{n}(t)$ (for $n=1,2, \ldots$ ) is a solution of the system

$$
\begin{equation*}
\frac{d x_{n}(t)}{d t}=\left[\frac{\partial f\left(t, x_{0}(t), x_{0}(t)\right)}{\partial x}+\frac{\partial f\left(t, x_{n}(t), x_{0}(t)\right)}{\partial x_{t}}\right] x_{n}(t)+f_{n}(t) \quad(n=1,2, \ldots) \tag{2.3}
\end{equation*}
$$

where $f_{n}(t)$ depends on $x_{0}(t), x_{1}(t), \ldots, x_{n-1}(t)$ and is a known function of time. In the case under consideration Equation (2.2) has a unique periodic solution with period $2 \pi$. Thus (2.3) is a linear nonhomogeneous system with periodic coefficients of period 2 , and with a known periodic
function $f_{n}(t)$. Let us suppose that the homogeneous system corresponding to (2.3) possesses only the trivial periodic solution. Then (2.2) and (2.3) define a unique periodic solution

$$
x_{0}(t)+\tau x_{1}(t)+\ldots+\frac{\tau^{n}}{n!} x_{n}(t)
$$

which approximates the periodic solution $x(t)$ of the system (2.1) up to terms of order $T^{n+1}$.

By way of an example, consider the equation


$$
\dot{x}(t)+a x(t)+b(t) x(t-\tau)=f(t) \quad(a>0)(2.4)
$$

where $T$ is a small retardation, and $b(t)$ and $f(t)$ are periodic functions with period $2 \pi$. Let us assume that $|b(t)|<a$. Then, for the equation

$$
\begin{equation*}
\dot{x}(t)+a x(t)+b(t) x(t-\tau)=0 \tag{2.5}
\end{equation*}
$$

one may construct a functional which satisfies the hypotheses of a theorem of Krasovskii [5] concerning uniform asymptotic stability. Consequently, there exists a unique periodic solution of Equation (2.5), namely $x(t) \equiv 0$. According to [4]. Equation (2.4) has a unique periodic solution $x(t)$, which may be approximated to any desired degree of accuracy by means of the method outlined above. Let us remark that, for Equation (2.4), the results obtained in this way have something in common with the results of Krasovskii [5].

## BI BL IOGRAPHY

1. Vasil'eva, A.B. and Rodionov, A.M., Primenenie metoda vozmushchenii $k$ uravneniiam s zapazdyvaniem $v$ sluchae malogo zapazdyvaniia (Application of the perturbation method to equations with retardation, in the case of small retardation). Trudy seminara po teorii differentsial'nykh uraunenii s otkloniaishchimsia argumentom. Izd-vo un-ta druzhby narodov, Vol. 1. 1962.
2. Myshkis, A.D., obshchaia teoriia differentsial'nykh uravnenii s zapazdyvaiushchim argumentom (General theory of differential equations with a retarded argument). Uspekhi Mat. Nauk Vol. 4. No. 5. 1949.
3. El'sgol'ts. L.E. Kachestvennye metody vmatematicheskom analize (Qualitative Methods in Mathenatical Analysis). Gostekhizdat, 1955.
4. Halanay, A., Solutions periodiques des systemes linéaires a argument retardé. Comptes Rendus, 249, p. 2708, 1959.
5. Krasovskii, N.N., 0 periodicheskikh reshenilakh differentsial'nykh uravnenii $s$ zapazdyvaniem vremeni (On periodic solutions of differential equations with a retarded argument). Dokl. Akad. Nauk SSSR Vol. 114, No. 2, 1957.
